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Motivation 

Why Bayesian? 
• Many countries have limited data availability 
• Over-parameterization issue 
• Bayesian VARs then preferable to traditional, maximum likelihood VARs 

 

Issues with existing applications 
 

• Some software / codes for Bayesian VARs do already exist: 
– Eviews, RATS, Villani, Koop, IRIS, Dynare ...  

 

• 3 main issues: 
– limited features: few priors available (RATS/Villani: normal-diffuse), limited 

        number of applications (Eviews: only IRFs, no forecasts, FEVD, historical  
        decomposition, conditional forecasts) 

– not user-friendly: requires advanced knowledge in mathematical software  
        programming; no detailed user guide available 

– lack of flexibility: difficult to add new features (no coding guide), sometimes not 
        even possible at all (Eviews) 
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Motivation 

Objectives: 
 
• Develop a toolbox satisfying 3 main objectives: 

 
– Easy to use for desk economists and user-friendly with a graphical interface 

and user’s guide. 
 

– Comprehensive: all applications (basic and advanced) gathered in one single 
application. 
 

– Easy to understand, augment and adapt: Support the code with a theoretical 
guide for transparency.        
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Available VAR features in BEAR 2.3 
3 estimation techniques of VAR models: 
 

• OLS (maximum likelihood) VAR 
 

• Standard Bayesian VAR: 
 

 

• Mean-adjusted Bayesian VAR (Villani, 2009)  
 
 
– Taking expectations on both sides and rearranging, one obtains: 

 
 
 

– The long-run value of the VAR is simply the deterministic, or exogenous 
component of the model. 

– Prior on steady-state improves forecasting performance. 
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Selection of estimation method, sample period and variables in BEAR 
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Priors in BEAR 
 

– Minnesota: only β  is estimated; Σ assumed to be fixed and known; Prior for β 
N ~ (β0,Ω0), Σ:  use OLS values. 
 

– Normal-Wishart (natural conjugate):  Minnesota too restrictive: want to 
estimate both β and Σ; Normal Wishart allows this, but at a cost : prior for β 
depends on Σ; Prior for β : N ~ (β0, Σ ⊗ Φ0); Prior for Σ: IW ~ (S0,α0). 
 

– Independent Normal-Wishart:  Estimate both β  and Σ, prior for β independent 
from Σ: Prior for β : N ~ (β0,Ω0) and prior for Σ: IW ~ (S0,α0). Possible but 
requires simulation methods. 
 

– Normal-diffuse:  Σ  estimated, but agnostic about prior information; Prior for β : 
N ~ (β0,Ω0); Prior for Σ is diffuse (uninformative). 
 

– Dummy observation: Prior is uninformative for both β and Σ; Prior information 
transmitted by the way of artificial observations (dummy observations) added 
to data. 
 

Options:  
– Grid search for hyperparameters based on highest marginal likelihood 
– Block exogeneity  
– Sums-of-coefficients and dummy initial observation 
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Hyperparameter optimisation by grid search 
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• Principle:  
– Hyperparameters determine the prior distribution 
– Prior distribution determines the posterior 

– Posterior determines the performance of the model 
– Hence: hyperparameters determine the performance of the model 
– Optimize model performance by choosing best hyperparameter values (criterion: 

marginal likelihood) 
 

• Process:  
– Grid search: create a grid of values, estimate the marginal likelihood for any 

possible combination in the grid 
– Retain the set that maximizes the marginal likelihood. 
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Block exogeneity, Dummy observation application 

• Block exogeneity:  
– Makes it possible to make certain variables exogenous w.r.t to other variables 
– Implements additional prior shrinkage to cut the transmission channel 
– Typical example: small open economy model 

 

• Dummy observation prior:  
– Possible numerical issue if estimating large models (n=50+ variables) 
– Dummy observation prior: greatly reduces computation size (by n2) 

– Uses artificial (dummy) observations to transmit prior information 
 

• Dummy observation :  
– Create extra dummy observations to transmit additional information 
– “Sums-of-coefficients”: accounts for unit roots 
– “Dummy initial observation”: accounts for cointegration 
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Prior distributions, hyperparameters, and options 
in BEAR 
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SVAR and applications in BEAR 

Structural VAR: 
 

– Choleski and triangular factorisation 
– Sign restrictions (Arias, Rubio-Ramírez, Waggoner, 2014) 

• Latest methodology allowing for both sign and zero restrictions 
• Extended to allow also for magnitude restrictions. 

 
Applications: 

–  Impulse response functions 
–  Forecasts (unconditional) 
–  Forecast error variance decomposition 
–  Historical decomposition 
–  Conditional forecasts (Waggoner and Zha, 1999) 

• Adapted to allow forecasts to be generated by specific shocks.  
• Example condition on an interest rate path – driven by monetary policy shocks, or 

alternatively by inflation or GDP growth shocks or a combination of shocks 
– Tilting of predictive distribution (relative entropy) 

• (Robertson, Tallman and Whiteman, 2005)  
• Alternative method for conditional forecasts 
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Forecast evaluation and supplements 
 
Evaluation criteria: 
 
• Classical (maximum likelihood) criteria : 

– model: sum of squared residuals, R-squared and adjusted R-squared 

– forecasts: RMSE, MAE, MAPE, Theil's U 
 

• Bayesian-specific criteria: 
– model: marginal likelihood 

– forecasts: continuous ranked probability score, log score 
 

12 Bayesian Econometric  Analysis and Regression Toolbox 



Rubric 

www.ecb.europa.eu ©  13 

Selection of options in BEAR 
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Structural shock identification by sign restrictions 
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• Methodology 
– developed by Arias et al. (2014) 

– Generalisation of the kind of restrictions provided e.g. by Choleski 

– generalise to 3 types of restrictions: sign restrictions, zero restrictions and 
magnitude restrictions 

– Can apply to any variable, at any period(s) 

 
 

 
 
 

• Possible identification pitfalls: technical VS. theoretical 
– Technical: any type of restriction, and any number of restrictions works! 

– Theoretical: number of restrictions must be sufficient to identify shocks 
unambiguously (2 shocks don’t trigger the same responses for all the variables) 
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• Example 
– VAR model with 2 variables (GDP, unemployment), and 2 shocks identified 

(demand shock, monetary shock). 

– Restriction 1: 

     Identified? No: the two shocks have similar effects on the two variables. 

     Impossible to determine which shock is demand, which one is monetary. 

– Restriction 2: 

     Identified? Still not: no constraint implies that shocks may have similar effects 

     on the two variables 

– Restriction 3: 

     Identified? Yes!  Economically relevant? Perhaps not. 

 
 

dem. Shock mon. shock 
Y + + 
U – – 

dem. Shock mon. shock 
Y + + 
U – 

dem. Shock mon. shock 
Y + + 
U – + 

Structural shock identification by sign restrictions 
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Implementation of sign restrictions in BEAR 
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New feature: conditional forecasts (tilting) 
• Tilting: alternative to Waggoner-Zha approach:  

– Soft forecasts (variability allowed around condition values) 
– Agnostic about shocks 

 • Idea:  
– Modify (tilt) the normal forecast distribution to obtain a new distribution that 

satisfies the conditional forecasts   

• The tilted distribution: 
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Toolbox input: Excel data file 
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Toolbox output: estimation results 

Bayesian Estimation, Analysis and Regression Toolbox 
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Toolbox output: graphical diagnostics 

In-sample fit Structural shocks 
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Toolbox output : graphs 
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Unconditional forecast Conditional forecast 
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Toolbox output: EXCEL results file 
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Additional documents: User’s Guide 
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Additional documents: Technical Guide 
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Current applications at the ECB 

 

• Spill-overs from US monetary tightening to EMEs 

• The role of monetary tightening in China’s growth slowdown  

• Estimating oil impact on economic activity using sign-restrictions 

• Medium-term growth projections for EMEs using mean-adjusted BVAR’s 

• Drivers of inflation in Japan using sign-restrictions 

• Assessing the US term premia and the risks of an abrupt upward adjustment in 
US interest rates. 

• Toolbox is used for Low Inflation Task Force WS1 – what are the drivers of low 
inflation in euro area countries? 
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Panel BVAR 

Structured as in Canova and Ciccarelli (2013) 
• Dynamic interdependency 

• Interaction between units 

• Static interdependency 
• Residuals are correlated across units 

• Cross-sectional heterogeneity 
• Coefficients are allowed to vary across units 

• Dynamic heterogeneity 
• Coefficients are time-varying 

 

On-going toolbox extension 
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Envisaged toolbox extensions 
 
• Batch jobs 

• Looping processes for the BEAR toolbox 
• Developers version (no interface) 
 

• Time Varying Parameter BVAR  
• Time-varying with stochastic volatility: Carter and Kohn / Primiceri , 

corrigendum of Del Negro and Primiceri (2013) 
• Time-varying sparse matrices :  Chan et al (2015) 
• Algorithm for state space models : Durbin and Koopman (2002) 

 
• Other possibilities: 

• Markov Switching, Threshold VAR, Mixed frequency, Factor-Augmented 
BVARs… 
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